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Remarks to the Help File

Some pictures in this help file have been taken from older versions of MemBrain and thus
may look slightly different than they would do with the current one.

Also the coloring of the neurons may be a bit different in some of the pictures

compared with the newest version of MemBrain.

Copyright ©2003 - 2019, Thomas Jetter
The Examples

This help file gives some information on the Examples currently provided with MemBrain.
Please note that this help file does not provide instructions for first steps with MemBrain.

Before to work with the examples you should have worked through the 'Short Beginner's
Tutorial' that isincluded in MemBrain's help file (Press F1 in MemBrain and you will find
your way to get there).

Currently there are the following examples available for download on the MemBrain homepage:

1. Anexample of a time invariant feed forward net using Backpropagation (supenised training).
This example demonstrates detection of numbers in a neuron input matrix.

2. An example of a time variant net, also trained with Backpropagation. The example
demonstrates time series prediction on the often used benchmark 'Mackey-Glass' chaotic time series.
This example actually is built up as some kind of advanced tutorial.

3.  An example for d ati
) ised .
4. Anet that demonsta lynami
L lin) ii
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Time invariant feed forward net

File names:
NumberDetection.mbn and NumberDetection.mbl

The example shows a time invariant Feed Forward net that is intended to detect
numbers between 0 and 9 in a matrix of input neurons.

There is also a lesson included in the examples that has the same name as

the net. The net is already trained to reproduce this lesson, still it is not

really good at interpreting new input patterns. You might want to play around

with that net using MemBrain's "Paint Brush Selection" feature and also add

more patterns to the Lesson by doing so. If you don't know about the 'Paint

Brush Selection' method available in MemBrain then search the MemBrain help file
for the corresponding entry.

Also you could modify the net architecture and see if you can get better generalization
results.

Note: This is a quite big net and performance is significantly improved if

you deselect the options <View><Show Links> and <View><Show Activation
Spikes on Links>.

The net has been trained using the 'Std BP with Momentum' teacher. Howeer, since
this example has been created MemBrain has been equipped with more advanced
learning algorithms, e.g. the 'RPROP' teacher which can be used for this net without
changing any of the teacher's default parameters.

Howewer, if you still want to use the 'Std BP with Momentum' teacher you can use the
following settings for this teacher:
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Edit Teacher x|

Mame:

Std. BP with komentum

Type:

IStu:I. BF with b amenturm [Mo loopback, suppart] j
Learning R ate: Repetitions per Leszor:  Fepetitions per Pattern:

IEI. (I[u} |1 I'I
Target Met Erar [far Auta Teacher]:

ID Advanced... |

¥ Online Leaming [Batch Leaming if not checked)

¥ Use Lesson ¥ Fe-tpply Pattern [when repeating Pattemns|

Leszon Pattern Selection
IV “wait for Weblink D ata Reception
¥ Ordered

¥ UsewWeblink Sync ™ Random Selection

[~ Enable wWeblink Femate Contral € Random Drder

[T Reset Met Before Every Lesson

Cancel |

If you click on the button 'Advanced".

Extended Teacher Properties: Momer ﬂ

Factar for including last weight change:
|E

Factar far including pre-lazt weight change:

IEI.3

Note that training will take significant time because of the size of the Lesson and the large number
of links that have to be trained!

Be sure to adjust the setting <Teach><Set Teach Speed> to a value of '0' as this will result in the
fastest possible teaching speed.

Time series prediction (Advanced Tutorial)
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Advanced Tutorial: Time Series Prediction

This tutorial is intended for users who already worked through the Short Beginner's Tutorial
and who want to get in touch with some more advanced features of MemBrain on a time
series prediction example.

Note that this tutorial does not always fully describe every single step that has to be performed
since it assumes that you already have basic knowledge of handling neural nets and lesson
data in MemBrain.

In this tutorial the goal is to build up and train a neural net to predict the so called Mackey-Glass
time series three time steps ahead.

The Mackey-Glass is a mathematical series that is chaotic in its long term progression but which is
predictable in the short term.

The following picture shows the Mackey-Glass series for the time values 0 through 302, i.e. the first
303 values of the series.
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For the training of the net we will use the values for t = 0 through t = 198 of the Mackey-Glass series
where

the input data is the Mackey-Glass time series MG(t) itself and the output is the Mackey-Glass time series
value

three times later in time, i.e. MG(t+3).

For validation we use a lesson with the Mackey-Glass time series values for t = 199 to t = 299 as input,
again
the output being validated against MG(t+3).

The corresponding lessons can be found in the files

MackeyGlassTrain.mbl and MackeyGlassValidate.mbl
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Test with time invariant net

As a first attempt we want to see if a time invariant net can do the time series prediction
job. Certainly we do not expect this to work since a time invariant net does not store any
information of past patterns internally, i.e. the output solely depends on the current input.

Newertheless we want to give it a try to verify the just made assumption and to be able to
compare the results to those from time variant nets later on.

We build up the following net.

The input neuron has the activation function IDENTICAL while for all other neurons we select the
activation function TAN HYP.
For the output neuron we set the data normalization range to -0.6 .. 0.6

Note:
If you do not want to draw the net yourself you can also load the example net from file:
MackeyGlassTimelnvariant.mbn

As a teacher we select the 'RPROP' teacher. The only settings we change with respect to the

defaults are the 'Lesson Pattern Selection' which we adjust to ‘Ordered' and the option
'‘Reset Net Before Every Lesson' which we additionally select as shown in the following screen shot.

7155



Edit Teacher 1 x|

M amne:
IFEF'FHIIF' Mickey Glasg

Type:
|FFROP Full lopback support] |

[¥ Supervized Learning Algarithm

Learning F ate: Fiepetitions per Leszon;  Bepetitions per Patter:
P oo ]

Target Met Error [far Auto Teacher]:

ID Advanced...

I™ | Orline Learming [Bateh Learming if not checked)

¥ Use Lesson ¥ Fe-Apply Pattern [when repeating Pattemns)

. ' : Lezzon Pattern Selection
IV “wait for Weblink D ata Reception

¢ Ordered

v |z Weblink 5
V¥ Uzeweblink Sync " Random Selection

[ Enable ‘eblink Femote Contral " Fandom Order

¥ PFeset Met Before Every Leszon
[ Rename Winner Meurons According to Patterns

[+ Usze On-The-Fly Met Erar Calculation if possible

Cancel |

The option 'Ordered' advices the teacher to present the patterns to the net in the order of the
lesson. This is certainly important if we want the net to learn rules about the order of the patterns.
Learning order rules between patterns actually is the core goal when training nets to predict time
series.

The check mark in the box 'Reset Net Before Every Lesson' instructs the teacher to reset all
activations stored in the neurons and links right before every lesson start during training.
This is to achiewve a defined state before every new lesson run.

Note: Both mentioned settings are actually not required for time invariant nets. Howewer, we want to
also train time variant nets later on during this example and there we will need these adjustments to be
in place.

Now we do the following.

e load the training lesson into the lesson #1 using <Lesson Files><Load Current Lesson...> from

the Lesson Editor's menu bar.

increase the number of lessons in the Lesson Editor to 2 using the arrows beside ‘Number of Lessons'.
adjust the currently edited lesson to #2 using the arrows beside 'Currently Edited (Training) Lesson'
Load the validation lesson using the menu again.

Adjust the currently edited lesson to #1 again so that this will be our training lesson.
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Open the Pattern Error Viewer and the Lesson Error Viewer and start the training. When asked to

randomize
the net choose 'Yes'.

You should see something similar to the following on the error viewer and the Pattern Error Viewer.

Met Error Yiewer 1 o ] S
Net Error Graph
300
240
5 180
i
m
= 120
B0
]
] al 160 240 320 400
Lesson Exercises
Met Errar; IE?.EIEI'IE Close |

il

Target (Red) and Current (Blue) Output Newron Activation

Lkl Bl

0.3 4B -

0911648
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What we see here is the output of the net during the training phase. We can see that
the net is not even able to approximate the training data set. Thus its no use to
check the reaction on the validation data set.
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We will first have to improve our net which in this case means to turn it into a time
variant net.

: ith ti . :

Time variant net: Version #1

Mackey-Glass time variant net #1

As a first approach to make our net time variant we will add some delay neurons to the
input. For more information about delay neurons see the MemBrain help file in section
‘Neurons in MemBrain' - 'Adding Delay Neurons'.

e Ensure there is enough space between the input neuron and the first hidden layer (use
the zoom function to get more free space in the drawing area).

e Select the input neuron. Then right click on the selected input neuron and select
<Add Delay Neurons...>.
The following dialog will appear.

Add Delay Meurons x|

Lengths of Delay Links

Fram: To:

c— —

Mate: Far ever link lenagth step a separate delay
neuron will be created,

[f oL want to create only one delay neuron then enter
the zame link length in both edit fields.

Cancel |

e Click on OK

The net now looks as following.
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Five delay neurons have been added to the input. These reflect the input signal at t = -1 through
t=-5.

We will now connect these delay neurons to the hidden neurons and the output neuron to build the
following net.
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Note:
If you do not want to do the net edits yourself you can also load the example net from file:

MackeyGlassTimeVariantl.mbn

We now randomize the net and repeat the training. After some stabilization time
we get the following results:
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il

Net Error Graph
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As we can see things have become significantly better now! The training data set can
be learned quite well already.

Try to switch to the validation lesson during training: Change the number of the 'Net Error Lesson'
on the Lesson Editor to #2 using the arrows beside the corresponding text. You will have to check the box

<Set Manually> before you can change the Net Error Lesson.
The Net Error Viewer and the Pattern Error Viewer will immediately update to reflect the validation lesson

result:
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Target (Red) and Current (Blue) Chitput Newron Actvation
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This now is the reaction of the net to the untrained validation data. As we can
see the net already generalizes very well.

Note that you can see the validation result during training already! You can switch back and forth
from training result to validation result using the Lesson Editor's setting 'Net Error Lesson'. The
training result is not influenced by this action at all, i.e. the net does not get trained on your
validation data. It is only trained on the lesson that is selected as the 'Currently Edited (Training)
Lesson' in the Lesson Editor which is Lesson #1, i.e. our training lesson.

We will now try to further improve our net using decay neurons in addition to the already used
delay neurons.

: ith ti . :

Time variant net: Version #2

Mackey-Glass time variant net #2

We are now going to add so called decay neurons to our net. For more information about
decay neurons see the MemBrain help file in section 'Neurons in MemBrain' - 'Adding
Decay Neurons'.

To add the decay neurons do the following.

e Mow the already added delay neurons one or two locations to the left since the decay
neurons will be generated at the same positions as the already present decay neurons.
Thus, if you don't mowve them away they will be placed over each other which is not practical.

e Select the input neuron. Then right click on the selected input neuron and select
<Add Decay Neurons...>.

The following dialog will appear.
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Add Decay Neurons

e Click on OK

The net now looks as following.
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MG DLY 2

MGt DLY 2

Five decay neurons have been added to the input. These reflect the input signal with 'Activation Sustain
Factors ranging from 0.99 to 0.1.

We will now connect these delay neurons to the hidden neurons and the output neuron to build the
following net.
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MG DLY 2
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Note:
If you do not want to do the net edits yourself you can also load the example net from file:

MackeyGlassTimeVariant2.mbn

We now randomize the net and repeat the training. After some stabilization time
we get the following results:
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As we can see the results did not significantly improve anymore. It looks like the
delay information already was enough for the net to learn the rules.

As a cross check we now want to delete the delay neurons from the net and keep
just the decay neurons:

ot ith ti . :

Time variant net: Version #3
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Mackey-Glass time variant net #3

As a cross check we delete the delay neurons from the net and keep just the decay
neurons:

Note:
If you do not want to do the net edits yourself you can also load the example net from file:
MackeyGlassTimeVariant3.mbn
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This leads to the following results for training and validation:

Pattentmermewer izl
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As we can see the decay neurons significantly improwve the training results compared

to the time invariant net. Howewer, the delay neurons seem to be far more important.
This is due to the characteristics of the Mickey-Glass time series: The recent values
provided by the delay neurons are of much higher interest for the prediction of the future
values than the low pass filtered past value that the decay neurons can provide.

In other words the future value mostly depends on the few recent time values and not so

much on the gross time course of the function during the past.

We now want to see if we can further improve the version #1 net (the one with the delay

neurons).

20/55



. ith ti . .

Time variant net: Version #4

Mackey-Glass time variant net #4

We will now try to improve the time variant net #1 by adding differential neurons. These
neurons build the difference between two source neurons. If the two source neurons are
an input and one of its delayed signals then the differential neuron will output a signal that
is proportional to the change ratio of the input neuron. l.e. the neuron will output the
differential signal of the time series.

See the MemBrain help file for more information about differential neurons.

In order to check if this approach helps with the Mackey-Glass problem we modify the net
version #1 to incorporate a differential neuron.

The following picture shows the time variant net #1 again.
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Now we do the following.
Mowe the delay neurons a bit aside to gain space beneath the input neuron.

Select the input neuron and the first delay neuron (called 'MG(t) DLY 2.
Right click on one of the neurons and select <Add Differential Neuron> from the

context menu.

The net now looks as follows.
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Note the newly created differential neuron with the name '(MG(t) - MG(t) DLY 2)/2'. It
represents the difference between neuron MG(t) and its first delay neuron divided by 2.

We now connect this new differential neuron to the hidden and the output layer of the net.
After randomization the net looks like following.
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Again it is difficult to tell if this has improved the results or not. At least it doesn't seem
to hawe significant influence.

Finally, we can conclude that the Mackey-Glass time series can be best predicted with
a neural net that incorporates the last few time values of the series derived from delay
neurons.

This example has not been optimized so far. If you like you can try to further optimize the
net, e.g. by adding more delay neurons that reach further into the past or by adding more
neurons in the hidden layer, more layers etc.
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<End of tutorial>

Autoencoders (Advanced Tutorial)

Advanced Tutorial: Autoencoder for recognition of handwritten digits

This tutorial is intended for users who already worked through the Short Beginner's Tutorial
and who want to get in touch with some more advanced features of MemBrain on an autoencoder network
example.

Note that this tutorial does not always fully describe every single step that has to be performed
since it assumes that you already have basic knowledge of handling neural nets and lesson
data in MemBrain.

In this tutorial the goal is to train an autoencoder network on basis of handwritten digits taken from the
MNIST database.

After training the autoencoder, the outputs of the network are trained to predict the digits O .. 9 from the
graphical digit pixel input.

What is an Autoencoder?

Architecture of an Autoencoder network

An Autoencoder net is a neural net that learns to reproduce the activations of a set of input neurons at its
output neurons.

The input neurons typically represent pixels of an image. l.e., the set of input neurons typically forms an
image.

Since the inputs shall be reproduced at the outputs of the Autoencoder, the output neurons are arranged in
the same way as the inputs.

One or more hidden layers interconnect the inputs and the outputs of the Autoencoder net.

The following example shows a small Autoencoder net. It features an input and an output matrix of 12
neurons/pixels each and a single hidden layer with three neurons:
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Continue with tutorial

What are Autoencoders used for?

Compressed information is available in hidden layer of Autoencoder

A standalone Autoencoder typically is of limited use: Once trained, it moree or less reproduces the input
activations at its outputs. This functionality can be helpful for filtering data: Since the Autoencoder must
route all information through its smaller hidden layer, it is forced to generalize from its inputs and find a
compressed representation of the input matrix within its hidden layer. Loss of data is the intended
consequence here. The output of the Autoencoder network is "smoother" than its input since it does not
provide all data of each single input pixel anymore.

Of much higher interest is the hidden layer itself, howewer: Since it contains a compressed representation of
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the input data it can be used to train further neural network layers from in order to acually classify the input
data.

This is what we will do in this tutorial: We will train an Autoencoder to reproduce images of handwritten
digits (taken from the popular MNIST database). After having trained the Autoencoder we use the trained
hidden layer of the Autoencoder network part to train another set of layers, including an oputput layer which
represents a digit between 0 and 9. The final network then is able to detect and classify handwritten digits.

: it ial

Autoencoder net: Overview

Full Autoencoder net

First, take a look at the net we are going to build and train during this tutorial.

17 MNist Autoencoder Finsl.mbn - MemBrsin | " o
File Edit View Inset Teach Net Edras Weblink Scripting Code-Generation Stock License Help

D[=|a| Feli|ole| [N 0| & 2| oofs]o|cofee] RIE[E]RIL[] E|TAT] ]| 2lo|olo@| o|a] ols] & tle]b/v]s)E]

52| | [Full Net - | 42| [rPROP <15 |slr] mL k] pelie]me| =2 ER|6R

QOutputs:-0 Outputs 1 Outputs: -2 Qutputs: 3 Outputs: 4 Qutputs:-5 Outputs -6 Outputs::7 Outputs:-8 QOutputs:-9

0 0 0 0 0 0 0 0 0 0

anr Help, press F1 Nets on Stock: 0 Sel: N: 0/1609, L: 0/39410, G: 0/4 Lesson Rep. No: 0 Think Sleep Time [ms]: 0 N

The net containes four groups of neurons. In the following picture all groups are collapsed so that their
names can be identified:
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% MMist_Auteencoder_Final.mbn - MemBrain =08
Fle Edit View Insert Teach Net Edras Weblink Scripting CodeGeneration Stock License Help

D|e|d| Bl@|f| X o] & 2| o= 2[5[g]z]L]1] lwlz] 2l elele|sm| s]o] ols] ¢ &lv]s)v]ss
R | [Full Net s a2 B e #=| [RPROP <15 | wlx] mL || pe|iE]=e] =] ER|eR |

O
Input Mirror

Autoenc Hid

For Help, press F1 [Mets on Stock: 0 [Sel.: N: 0/1609, L: 0/39410, G: 0/4 |Lesson Rep. No: 0 [Think Sleep Time [ms]: 0 N

The goups hawe the following meanings:

1. Group "Inputs"
Contains the input pixel matrix with a dimension of 28 x 28 = 784 gray scale pixels
The following properties are applied to these input neurons:
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& !
Edit Object P_ e

Edit Neuron Properties |Custumize Activation Functions |
General
MName: Type:
in 1 I~ Change:  [inPUT '~] ¥ Change
- Input Function:
Appearance... | Nurrnallzatlun.._l ISUM ;I ¥ Change
Activation Settings -
Activation: Activation Function:
|u ¥ Change [IDENT.0TO 1 | ¥ Change
Activation Threshold: Activation Sustain Factor:
||} ¥ Change |1 ¥ Change
¥ Lock sct Thres. for Teacher v gﬁw CEETELL LR
put
Output Settings —
COutput Fire Lewvel: Output Recoveny Time:
I.Puc:ti'u'atinn ﬂ ¥ Change |1 ¥ Change
Lower Fire Threshaold: Upper Fire Threshaold:
Iu ¥ Change Iﬂ ¥ Change

oK | Abbremen| Hiffe: |

The Appearance properties are set as following:

MNeuron APPBEE_ u

[T Display Name

[T Display Activation

¥ |z Pisel

*fidth:

|5|] ¥ Change
Cancel |

Normalization is as following:
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Mormalization Settings [&J

Enter the lower and the upper limit uzed when zetting/dizplaping the
activation of the neuron.

The range given by theze values will be narmalized ta the range defined
b the activation function of the neuran,

Marmalization iz only effective to input and output
NELIFonsE.

¥ Use Mamalization

Maormalization Range

|Jpper Limit:

Lawser Limit; (0 v

Y'ou cah alzo zpecify an activation value that will be uzed to detect if 3
certain output value of a certain Pattern in a Lezzon shall be ignored
during teaching.

Thiz can be useful If corect output data iz not available for zome

of the Patternz in a Lesson for example. IF you set the value of

theze output data to the ignore value specified below then these
output data will be ignored during teaching.

Thiz zetting is only effective to output neurans.

[ Usze Activation |gnore Yalue during Teaching:

Activation Yalue to be lgnored dunng Teaching

Walue: |2 v
| Cancel

N

Group "Input Mirror"
A group of hidden neurons shaped identically to group "Inputs". The following properties apply:
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& !
Edit Object Pm_ e

Edit Neuron Properties |Custumize Activation Functions I
General
MName: Type:
M1 " Change  [HDDEN =] ¥ Chance
- Input Function:
Appearance... | Nurrnallzatlun.._l ISUM ;I ¥ Change
Activation Settings -
Activation: Activation Function:
|u ¥ Change [LoGisTIc | P Change
Activation Threshold: Activation Sustain Factor:
|-n.n&5451 3583093 [T Change |u ¥ Change
[™ Lock Act. Thres. for Teacher v gllﬁw CEETELL LR
put
Output Settings —
COutput Fire Lewvel: Output Recoveny Time:
I.Pbc:ti'u'atinn ﬂ ¥ Change I‘I ¥ Change
Lower Fire Threshaold: Upper Fire Threshaold:
Iu ¥ Change Iﬂ ¥ Change

oK | Abbremen| Hiffe: |

3. The Appearance properties are set as following:

MNeuron Appea_mm:el M

[T Display Name

[T Display Activation

¥ |z Pisel
“afidth:

|5|] ¥ Change
Cancel |

Normalization is as following:
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Mormalization Settings [&J

Enter the lower and the upper limit uzed when zetting/dizplaping the
activation of the neuron.

The range given by theze values will be narmalized ta the range defined
b the activation function of the neuran,

Marmalization iz only effective to input and output
NELIFonsE.

¥ Use Mamalization

Maormalization Range

|Jpper Limit:

Lawser Limit; (0 v

Y'ou cah alzo zpecify an activation value that will be uzed to detect if 3
certain output value of a certain Pattern in a Lezzon shall be ignored
during teaching.

Thiz can be useful If corect output data iz not available for zome

of the Patternz in a Lesson for example. IF you set the value of

theze output data to the ignore value specified below then these
output data will be ignored during teaching.

Thiz zetting is only effective to output neurans.

[ Usze Activation |gnore Yalue during Teaching:

Activation Yalue to be lgnored dunng Teaching

Walue: |2 v
| Cancel

N

Group "Autoenc Hid"
A hidden layer of 25 neurons with following properties.
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& !
Edit Object P_ e

Edit Neuron Properties |Custumize Activation Functions I
General
MName: Type:
1 " Change  [HDDEN =] ¥ Chance
- Input Function:
Appearance... | Nurrnallzatlun.._l ISUM ;I ¥ Change
Activation Settings -
Activation: Activation Function:
|u ¥ Change [LoGisTIc | P Change
Activation Threshold: Activation Sustain Factor:
|E.Dz?44323425231 ™ Change |u ¥ Change
[™ Lock Act. Thres. for Teacher v gﬁw CEETELL LR
put
Output Settings —
COutput Fire Lewvel: Output Recoveny Time:
I.Puc:ti'u'atinn ﬂ ¥ Change |1 ¥ Change
Lower Fire Threshaold: Upper Fire Threshaold:
Iu ¥ Change Iﬂ ¥ Change

oK | Abbremen| Hiffe: |

Normalization is not used here.

5. Group "Outputs"
Contains all output neurons with the following properties:
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& . !
v e

Edit Neuron Properties |C|_|stumize Activation Functions I
General
MName: Type:
0 ghange  foutPur =] 7 Chanoe
- Input Function:
Appearance... | Nurrnallzatlun.._l ISUM ;I ¥ Change
Activation Settings -
Activation: Activation Function:
|u ¥ Change [LoGisTIc | P Change
Activation Threshold: Activation Sustain Factor:
|-n.5331 662903081; [T Change |u ¥ Change
[™ Lock Act. Thres. for Teacher v gllﬁw CEETELL LR
put
Output Settings —
COutput Fire Lewvel: Output Recoveny Time:
I.Pbc:ti'u'atinn ﬂ ¥ Change I‘I ¥ Change
Lower Fire Threshaold: Upper Fire Threshaold:
Iu ¥ Change Iﬂ ¥ Change

oK | Abbremen| Hiffe: |

Normalization is not used here. Appearance is set as following:

e

¥ Display Name

¥ Display Activation

[ Iz Piel
“afidth:

|2|:||:| ¥ Change
Cancel |

The neuron layers are fully connected as following:
1. Inputs --> Autoenc Hid
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Autoenc Hid

&

Y
Input Mirrar

2. Autoenc Hid --> Input Mirror

Autoenc Hid

C

3. Autoenc Hid --> 6 ungrouped neurons forming hidden layer H2 (enable <View><Show Layer Info> to
display the layer information):

-

Autoenc Hid
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4. Hidden layer H2 to Outputs:

N
Outputs

S

The grid width has been adjusted to 40 via the menu option <View><Set Grid Width>. The black background
option has been disabled <View><Black Background>)

The final version of the autoencoder net built during this example can be found in file
MNist_Autoencoder_Final.mbn.
If you want to skip the steps of building the net and defining the required group relations in MemBrain you

can also load the net directly from file and jump to the section where the net is actually trained.
. i ial

Autoencoder net: Build the net

Neurons and interconnections

Building the net is traight forward: Place first neurons, then use copy/paste to quickly form the different
areays of the net.

Select whole areas, press <ENTER> to access the properties. Adjust the neuron properties as provided in
the oveniew section for this tutorial.

Once the neurons are placed, interconnect them using Selection in combination with Extra Selection.

Establishing all interconnections is a metter of a few seconds with this approach. See oveniew section for
more information on the required connection scheme.
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Loading the lesson and adjusting the input and output names

Open the Lesson Editor and load the lesson file MNIST_100_Patterns.mbl
On the Lesson Editor click button <Names to Net> and confirm the following dialog with <Yes> or <Ja>,
respectively:

The names currently entered for inputs and outputs
l % will be transferred to the input and output neurons

of the current net.

Proceed?

Mein

This will automatically adjust all input and output neuron names in sync with the just loaded lesson.

Grouping

In order to define the Autoencoder portion of the net we need to establish the neuron groups as indicated in
the oveniew section. In order to establish a certain group select all neurons for the group, then right-click on
one of the selected neurons and select <Group Element(s)> from the context menu. All selected elements
will be collapsed into a group. Double-click on the group and edit its name. See oveniew section for the
names to enter for each group.

Note that you can also set the width for displaying each group when collapsed. This is a parameter of the
group's properties. A suitable value is 200 for the width of the groups in this network.

Defining the Autoencoder relation

In order to correctly train the Autoencoder part of the net you need to tell MemBrain which portion of the net
shall form the input and which portion shall be the output of the Autoencoder. This is done via group
relations. A group relation logically ties two groups together in a specific context:

Edit the properties of the group "Inputs™” (double-click on the group when it is collapsed or right-click on one
of its neurons and select <Edit Owning Group(s)...> from the context menu.

The following dialog will appear:
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Edit Group Properties |

General

MName:

Width:
¥ Change Izm ¥ Change

Relations to other groups:

Target Name

[Delete Relation Edit Relation | Mew Relation |

Check Feazibility of Relations |

Click on the button <New Relation> and adjust the following:
Edit Group Relatio

Source Group: Inputs

Relation Type: [NOISY AUTOENC 1:1

Target Group: IInput Mirror

Relation Mame: I Autoencoder for inputs

Relation Comment: I

Extended Properties. ..
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Click on "Extended Properties and enter the following settings:
oo WO

—Distribution of random values ———— —Probability of randomizing a pattern ————

Method:  |gausstan |

Sigma:
—Probability of randomizing a spedfic input —

s

Note: This will add random noise to the input data during training which generally leads to more robust
training results.

Click <OK> twice.

The group properties now should read like this:

TR

Edit Group Properties |

General

MName:

Width:
Inputs ¥ Change |2||}|] ¥ Change

Relations to other groups:

# [ Type Target Mame | Mame Comment

1 |NOISY AUTOE... |Input Mirror

Delete Relation | Edit Relation | Mew Relation |

Check Feasiilty of Relations |
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Click <OK> again.

In the toolbar, select the newly created relation in the drop down menu. MemBrain now selects the elements
which belong to the Autoencoder sub net defined by the relation:

1% MNist_Autoencoder_Final.mbn - MemBrain
File Edit View Insert Teach MNet Extras Weblink Scripting

T e R e e A - (R e O S Y e
%%z "2]"2| B | #=| [RPROP B T . 1 T = E'E”

ode-Generation  Stock License Help

A% ¥ A T s A R 0 DA A 0 P
o B [ B AT Tl Bt ol g ol oA
2 A i 7 2 A 2 T A A A 2 2 A A e 7 A A 2 L A
O 2 s o s T o 0 2 o 0 8 P e O
5508 B O A R A A R 717 A
B8 A 0 8 A AT B R B ATl B A7 R A7 B 8
B B [ B AT Tt Bt ol g ol A2
% i 2 s 2 A T T T A A L A A e 1 5 S R
[ VAT A AT, P 255
3% AR TR AR AP (i
05 A A 0 0 O A P A S A A s K o O A il e 5
od A s Z 7775
AR AR T %
A, G A AR 7 B [ [
8% B [ 17 AT 7 W
I o T 7
155 5 ) B o A T Pl ol % 17
A A AT AR T 7
L 25 AR A ]
o AR 2 A RA AR A RIS %)
2 7 O A A 2 4 T A A A B A A %
055 28 B 5 B AR A AR P T
A2 A ol 0 O A A A A A 95
o B2 % D %7
% [ N 7]
L
7
G,
\/
Outputs
For Help, press F1 [Mets on Stock: 0 [Sel.: N: 784/1609, L: 0/39410, G: 2/4 |Lesson Rep. No: 0 [Think Sleep Time [ms]: 0 N

Note that your screen may deviate from the above dependiong on what groups are currently
collapsed/uncollapsed in your setting. Also note that MemBrain automatically selects the group "Autoenc
Hid" (or all neurons of the group, if uncollapsed), although the defined relation only gows from the group
"Inputs” to the group "Input Mirror". This is because MemBrain automatically detects that the connection
paths inside the net include the neurons in group "Autoenc Hid".

Defining the output training relation
In order to make use of our newly created Autoencoder we later on want to train the outputs of the net from

the hidden layer of the Autoencoder, which is contained in the group "Autoenc Hid".
Thus, we edit the group "Autoenc Hid" now:
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Edit Object Pm_

Edit Group Properties |

==

General

MName:

Width:
¥ Change Izm ¥ Change

Relations to other groups:

Target Name

[Delete Relation | Edit Relation | Mew Relation |

Check Feazibility of Relations |

Source Group:  Autoenc Hid

Relation Type: ILESSDN OUTPUTS TRAIMIMNG

Target Group: IDumuts

Relation Mame:

Relation Comment: I

Extended Properties, ..

Cancel |
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Click <OK>:

Edit Group Properties |

General

MName:

Width:
Autoenc Hid ¥ Change Izm ¥ Change

Relations to other groups:

# [ Type Target Name | Name Comment

1 | LES50M QUTP... | Outputs Output Training

[Delete Relation | Edit Relation |

Check Feasility of Relations |

Click <OK>.
Select the newly created relation in the drop down menu of the toolbar:
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1%, MNist_Autoencoder_Final.mbn - Memgrain P = i
File Edit View Inset Teach Net Edras Weblink Scripting Co eration Stock License Help

D|@|d| B|@[=([[x o € 2| o v RI¥[#1218[ 1] k|TlAT] 2| 2|22 olE o|2]| o] | t|v]|alw|alE]

GG [output Training (Autoenc Hid -> dWMPuts) || "= |"5[RE 7 ﬂ [rRPROP - s | 3‘| ‘ H‘L‘ﬁ‘ | | | % AR

Input Mirror

lFur Help, press F1 Nets on Steck: 0 Sel.: N: 6/1609, L: 0/39410, G: 2/4 Lesson Rep. No: 0 Think Sleep Time [ms]: 0 N

As you can see MemBrain now selects the sub net created by the just defined output training relation. This
relation defines that the output section of the net can be trained from the information represented in the
group "Autoenc Hid".

Now it's time to pre-train the Autoencoder sub net.

Autoencoder net: Pretraining

Autoencoder Pretraining

If not yet happened, open the Lesson Editor and load the lesson file MNIST_100_Patterns.mbl.
Select the Autoencoder sub net in MemBrain's toolbar. Uncollapse all groups.

Deselect the option <View><Show Links> in order to increase performance for the now following
Autoencoder pretraining.

Randomize the sub net:

;,*o’ MMNist_Autoencoder_Final.mbn - MemBrain

File Edit View Insert Teach Met BExtras WeblLink Scripting Code-Generation Stock Licgge Help

D| || Fel@]a|c|[W o] & 2] cops]o|ese] R]¥[¥]| 2] L 1=|T[]T] ]| 20|02 3
GGy |Autuencudcr for inputs [Inputs -> Input Mirr Y| R |R8|R3| .|LT-|| m |HPROP -

P

Depending on your settings the following dialog may pop up. Confirm with <Yes>:



P

Sub net randomizaticn only N -
Iy

T he randomization will only be applied ta the currently active sub net.Perform
randomization operation?

If you want to randomize the whole net then select ‘Mo’ and zelect 'Full Met' in
temBrain's Operation tool bar before choozing to randamize

[ Don't show this message again

Mo

Your screen should now look like this. Ensure that the training algorithm (“Teacher") RPROP is selected.
Start the pretraining of the selected sub net by clicking on the icon indicated by the green arrow below. You
may also decide to display the Net Error Viewer to observe the Net Error during training.

1%, MNist_Autcencoder_Final.mbn - MemBrain y [ |
FlemEditmYiewminsetmicadmhemmEtasmWeb inanScitigmeol=temealomuSiockmticsamHeks

Dl|=(a lelale|[% of ¢ 2] o | Rl | t=lml o] x| | ofe| 020 || @ | &9 F|

S|G2| % | [autoencoder for inputs Inputs -> Input Mire +| .|| " | "2|"2|F8|&=| 42| [rPROP <l x| mL || pe|iE]me| = ER|ER

[ A (| (| [ (] (| (| ] [
Outputs -0 Outputs 1 Outputs: -2 Qutputs: 3 Outputs: 4 Qutputs:-5 Outputs -6 Outputs::7 Outputs:-8 Outputs -9
0 0 0 0 0 0 0 0 0 0
le Help, press F1 Mets on Stock: 0 Sel.: N: 0/1609, L: 0/39410, G: 0/4 Lesson Rep. No: 0 Think Sleep Time [ms]: 0

The Autoencode pretraining has started, the net error decreases and the neuron group "Input Mirror" starts
to form images like the ones in the group "Inputs":

M
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File Edit View Inset Teach Met Extras Weblink Scripting Code-Generation Stock License Help

Ole=|a] e)o|c|[Wx| o of ofa]s|-ee] 2¥|e]a][1| Elalol ] ]| 8] s]|slm |aelefw]alv]als]
| |Au|ucncuderfur inputs (Inputs -> Input Milrvl Fey "E[FE J |HF‘ROF‘ | E L[ g 2]

et Errar Viewer

Net Error Graph Lesson Editor: .\MNIST_100_Patterns.mbl =
0.3
Lesson Files  MemBrain CSV Files  Raw CSV Files ImageFiles  Extras
5 g2a|
s = | Mumber of _+ | Cunently Edited = | Net Enor
= \ | Lessons: 1 | (Training] Lesson: 1 = Lesson: 1
2
Sos —e. [~ Set Manualy
K i |2 [w3 [m& [m5 [we [m7  [me  [ws  [mi0
5
e o o o o o o o o o o
w
5
q v
2 006
= —__
am— Pattern Name: [F 672 Pattem No: 1 of 100 Comment | =
5
0
0 1z 24 % 48 60 0 ‘1 ‘2 |3 ‘4 ‘5 |5 |7 ‘3 |g -
Lesson Exercises 0 ‘G ‘U |U ‘G ‘U |1 |Cl ‘0 |U
™ Logarithmic 1 [ D
Black line: Error based an training lessan
Sync With Net

Export Green line: Error based on net erar lesson

Hames o et | Number of nputs.[754 ok e | ————
Reset Met Error ,m Close £ ~
Outputs

Mumber of Dutputs: ,1[|7

Miaba bn et Fecnrd | msenn

Marna nf | acsme

Note that you can switch the visible pattern during training using the Up/Down buttons on the Lesson Editor:



MemBrain Examples

- __ o
Lesson Editor: .\MMIST_100 Patterns.mbl = =]

Lesson Files  MemBrain C5V Files  Raw CSV Files  Image Files  Extras

| Mumber of « | Currently E dited | MetEmar
LI Leszons: 1 LI [Training] Leszon: 1 LI Leszon; 1
Input data [T Set Manually
Inl In2 In3 Ind Ins Iné In7? Ing Ing Inl0
0 0 0 0 ] ] 0 0 0 ]

™

Pattern M armne: IF' E73
¥ Output D ata:

1
]

— Sunc 'with Met
MHew Pattern |
Delete Pattern |

M arnes from Met | Mumber of [nputs: I?Eﬂi Apply | Edit/Lack Namesl

M armes bo MHet | MNurnber of Dutputs: I-I . Apply | Delete Al F'atternsl

—Data to Met —Record Lesson——————— Mame of Legzon:

Think o [ nput | Think on Mext [nput | [ Fecord one patterm every ISPIit Leszzon

1 Think, Step

Think on Leszon |

— Drata from Met ToLeszan Mo, 1

Fattern from Het | MHew Pattern from Met F Activations € Outputs

Stop the training once you feel that the net error doesn't decrease anymore. Save your net.

Notel:
During training you will see some noise in the input pixel data every how and then. This is intended and is
related to the Noisy Autoencoder type we chose during setting up the net.

Note2:

Although the loaded lesson has output data defined (digits O .. 9 as binary flags) this would not be
necessary for the actual Autoencoder pre-training. If you like to try this out you may delete all output data
columns in the Lesson Editor (i.e. set the number of outputs to 0). The pre-training still will work.

This is s big advantage of autorencoders: They can work with unlabelled data, i.e. data where no target
output values have been defined. This allows to use a large number of data sets for Autoencoder pretraining
and only use a smaller amount of data sets for the lesson output training where labelled data are required.

Next step: Lesson output training.
Autoencoder net: Lesson output training
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Train the net outputs on the output data of the lesson

Now that the Autoencoder portion of the net is pretrained we can use the compressed information held in the
Autoencoder's hidden layer to train the output neurons of the net:

Select the "Output Training" relation in MemBrains toolbar, randomize the sub net and start the training.
You should see something like this:

{% MNESE Autoencoder Final.mbn - MemBrain [= B3

File Edit View [nsert Teach MNet Extras WebLink Scripting Code-Generation Stock License Help

Dlwla| Bj@fo|c| o] ¢ 2| ojw]o|=le] RI¥[E]|214]T] 7T ¥ 2|00l [o| @l e0]alw|afi]
‘OutputTraining[Autoenc Hid -> Outputs] '| "o "ERE J ‘F\PROP ‘IE Al | ﬂ ial

Net Error Viewer =

Net Error Graph
03
0.24
0.18

. g —

Lesson Exercises

Mean Squared Qutput Error

= I Logarithmic
Black line: Error based on braining lesson
Expoit. Green line: Error based on net enor lessan
Net Ei .
-ﬂ _‘ -2 —3 -'l _5 -:s -7 -ﬂ —9 Reset et Emar: |0.007002424916108325 Close
0 0 0.000823 0 595015 9.84e.06 1 0 6.71203 3.97e08

Note that the images in the corresponding neuron groups won't update during the training since MemBrain
uses an optimized approach here to increase performance:

All patterns from the lesson are applied only once to the input neurons and the resulting pattern in the
Autoencoder's hidden layer neurons is captured. During all following lesson exercises MemBrain applies the
captured activations to the hidden layer of the Autoencoder directly and then only calculates the activations
of the neurons that influence the output layer downwards from the hidden Autoencoder layer. This massively
increases training speed during lesson output training as you probably have noticed.

See what it has learned

Autoencoder net: See what it has learned

Apply patterns to the full net, updating all neurons

Both the Autoencode sub net and the lesson output data sub net have been trained. Now it's time to see
what the owverall performance of the net looks like:

Select the entry "Full Net" in MemBrain's drop down menu.

On the Lesson Editor click on the button <Think on Next Input> over and over. With ewery click the next
pattern from the lesson is applied to the net ans all resulting neuron activations are calculated, including the
output. A detected digit is represented by an acwtivation close to the value "1" of the corresponding output
neuron. The following screen shot shows the reaction on a digit "4". As you can see, the output neuron
named "4" is activated.
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File Edit View Insert Teach Met Extras Weblink Scripting Code-Generation Stock License Help

D|&|| fl@[2|z([8 o] & 2| ofs|m]=se] A¥F[RIV[T] ETHIT] ]| o2l
CAGE| 2] [Full Net -] ra] o || 42| [rPROP

=8
0.000222 0 1.95e-28 0 0.998 0.000263 0 1.51e10  1.71e-09 4e-09

<End of tutorial>

Unsupervised Learning

File names:
SOM.mbn and SOM.mbl

This example demonstrates a Self Organizing Map (SOM) of 10 x 10 output neurons
and 2 input neurons.

For unsupenised training the teacher '‘Competitive with Momentum' is used. The following
teacher settings can be used for the example:
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Edit Teacher

Marme:

IEDmpetitive with b omentum

X

Learning R ate: Repetitions per Leszarn:  Fepetitions per Pattern:

IEI.EH I'IEIEIEIEI I'I

Target Met Erar [far Auta Teacher]:

ID Advanced... |

¥ Online Leaming [Batch Leaming if not checked)

¥ Use Lesszon ¥ Fe-Apply Pattern [when repeating Pattemns|

Leszon Fattern Selection

[ “wiait for Weblink Data Reception

" Ordered

¥ Use'weblink Sync

" Fandom Selection

[™ Enable 'weblink Femate Contral f* Fandom Order

[T Reset Met Before Every Lesson

¥ Fename ‘Winner Meuronz According to Patterns

Cancel |

If you click on the button '‘Advanced".
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— Learn rate and adaption radius course —

End learn rate
az percentage of initial lzarm rate;

I

4

Start adaption radiuz
[Crefault neuran width iz 45];

E00

Adaption factor

E nd adaption radius;
G0

I

Stamping of Mexican Hat [0..1]
03

|

MemBrain Examples

Extended Teacher Properties: Course and momentums ]

Neighborhood Function

e /\\
o d AN
RN
A P
-0.2
-0.6
-TI Qoa -600 -200 200 g00 1000

Distance from winner

ki omentunn

Factor for including — Factar for including
last weight change:  pre-last weight change:

[ [

wfidth of kexican Hat

Start: I?':“:'

Maw. radius for graph: I'“:":":'

|lpdate Graph

End; 100

i

Cancel |

Mate: The graph shows the courge of the neighborhood function for
baoth the start of teaching [firzt lezson] and the end of the teaching

[last lezzon repetition]. Both learn rate and mesican hat width fall in
anh exponiential manner fram start to end.

If you load the SOM example (SOM.mbn) it will look something like this:
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'72.50M.mbn - MemBrain
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File Edit Wew [nsert Teach Net Extras Weblink Scripting Help

=18l x|

|6 Efeole| % o # 2| «l2] ols|e|s| || olele|alm ilmllT] Sl | sx ml| S|z

For Help, press F1

Load the lesson SOM.mbl into the Lesson Editor and start the teacher. Ensure that the setting

<View><Update
View during Teach> is activated.

[Thirk Step Ko: 0

[Thirk Sleep Time [ms]: 0

[Met Errar: 7

You will then see how the patterns of the current lesson (hamed from "1" to "100") arrange on the SOM and

find

locations in a way so that similar patterns locate close together in the SOM. Finally after the training the

SOM
should look something like this:
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2 50MTrained1.mbn - MemBrain =]

File Edit Wew [nsert Teach Net Extras Weblink Scripting Help
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For Help, press F1 [Thirk Step Ko: 0 [Thirk Sleep Time [ms]: 0 [Met Errar: 7 [ [

Note that the ouput neurons of the SOM have been hamed according to the pattern for which they are the
winner

neuron, i.e. the top left neuron has been named as '1' because this is the winner neuron for the pattern with
name

'1'in the Lesson.

The lesson consists of patterns with X- and Y- input values ranging from 1 to 10. This correlates to rows and
columns

in the SOM. The patterns are named in the Lesson from 1 to 100.

Since similar patterns are grouped together in a SOM after the training the pattern names with same X-
resp. X-coordinate

value are located in the same row or column. Depending on the training run rows and columns may be
flipped i.e. differ

from the abowe picture. This actually depends on the randomization start values for the weights of the links
and also on

the random order of the patterns chosen during training.

Now check the menu option <View><Show Winner Neuron>, open the lesson editor and click on the button
<Think on Next Input> sewveral times. You will see that the winner neuron of the corresponding input pattern
is visualized in the SOM by a blue cross:

X

You can use this function if you want to quickly identify the winner neuron of a SOM when applying new
(untrained)
patterns. The location of the winner neuron in relation to the winner neurons named through the training will
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indicate
similarity between the new input pattern and the already trained patterns.

Note that the activation function for the SOM output neurons is 'MIN_EUCLID_DIST which means 'Minimum
Euclidian
Distance'. You can see this if you double click on one of the output neurons:

Edit Dbject Properties x|

E dit Meuron Properties | Edit Link Properties I Customize Activation Functions I

General
M arne; Type:
¥ | Change [outPur 7] M Change
Appearance. .. | Nu:urmalizatiu:un...l
Activation 5ettingz
Activation: Activation Function:

|n.53?5?24a4325n ¥ Change

Activation Threghold:

[MIN EUCLID DI x| ¥ Change

Activation Sustain Factor;

||:| ¥ Change ||:| ¥ Change

[T Lock &ct Thres. for Teacher

Output Settings -

Output Fire Level: Output Becovery Time:

I.-'i'-.ctivatinn j W Change I‘I ¥ | Charge
Lower Fire Threzhold: Ilpper Fire Threzhold:
|'1-1 ¥ | Change I-'I_‘I ¥ Change

0K | Abbrechen | Hife |

If you want to learns more about this activation function then check out MemBrain's help file.
What you should keep in mind is that you will need this activation function for the output neurons
of a SOM in order to obtain proper results.

Experimental (Chaotic Net)

File:
ActivationSpikesDemo.mbn

The example 'ActivationSpikesDemo.mbn' is of no direct use but it demonstrates
the dynamic neuron model used by MemBrain and looks quite fancy.

In order to hawve this net displayed the best you should adjust MemBrain in

the following way:

<Show Links> : Off (unchecked)
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<Show Activation Spikes On Links>: On (checked)
<Show Fire Indicators>: On

<Draw Links in Foreground>: Off

<Show Layer Info>: Off

<Use Display Cache>: On

<Black Background (...)>: Off

<Show Grid>: Off

Me[][] <Net>
<Set Simulation Speed...>: Adjust 1ms

Then choose <Net><Start Thinking (Auto)> or click on the toolbar symbol

Cy

to start the simulation.

Note that all options to navigate in the drawing area can still be

performed while the simulation is running. You can even mowve and edit neurons
during the simulation.

Using <CTRL> + <R> you can reduce the simulation speed, <CTRL> + <I> increases
the speed.

Feedback and Contact

If you have bug findings, questions, suggestions for new releases or any other feedback

with regard to MemBrain or the provided examples then please feel free to Visit the MemBrain
homepage at

www, membrain-nn.de

or contact me directly at

Thomas. r@membrain-nn.

Any feedback is highly appreciated, whether in english or in german language!
Please use the word "MemBrain" in the subject of your mail.

Thanks in advance to all who help improving MemBrain this way!


www.membrain-nn.de
mailto:thomas.jetter@gmx.de
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